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Abstract

The current Level 1 jet triggers depend on transverse energy de-
posited in one to four calorimeter “trigger towers” each with a size
of Ap x A¢ = 0.2 x 0.2. Since the trigger towers are considerably
smaller than a jet, the Level 1 jet triggers may be sensitive to differ-
ences in fragmentation of the hard final state partons. We study this
dependence by looking for biases in the quark and gluon jet subpopu-
lations induced by the trigger. We use a fragmentation scheme that is
consistent with data to show that there are indeed systematic biases
but that the current triggers produce unbiased sample populations in
their accepted pr regimes.



1 Introduction

A calorimeter trigger tower is defined as a 2 X 2 block of calorimeter towers
measuring 0.2 x 0.2 in 77-¢ space. In contrast, an average jet with a radius of
R = /A¢* + An? = 0.7 is approximately 40 times larger. This suggests that
the trigger towers sht;uld be responsive to the structure of a jet. As a result,
the current jet triggers may be very sensitive to fragmentation differences
between quark jets and gluon jets and consequently systematically bias the

quark and gluon hard subprocesses.

Various studies of quark and gluon fragmentation have been done, all
indicating a marked difference between quark and gluon jets. Gluon jets tend
to be much wider and softer than quark jets of the same energy. This has
been shown in both et e~ and pp collisions indicating a universal fundamental

difference in the way that quarks and gluons fragment [1, 2].

We have chosen the Lund monte carlo program JETSET 7.3 for our study
since it is reasonably consistent with the observed differences between quark
and gluon fragmentation. Figure la shows the ratio of gluon jet to quark
jet energy fraction z = E/E;e distribution which is consistent with UA1[1]
(Fig. 1b) and OPAL[2] (Fig. 1c). The inclusive angular multiplicity distribu-
tions shown in Figures 2a-b illustrate the broadness of gluon jets as opposed
to quark jets. From these properties, we would expect these differences to be
apparent in the trigger efficiencies since the trigger towers are on the order of

a typical hadronic calorimeter shower (i.e. calorimeter particle resolution).



to give full calorimeter simulation.?

We used the D-Zero Level 1 trigger simulator to obtain single-jet effi-
ciencies for each of the 10 pr values. We selected several of the current jet
triggers contained in Trigger menu 5.1, namely JT(1,3), JT(1,7), JT(2,7)
and JT(3,7). (This is the standard jet trigger terminology. Thus JT(2,7)
means two calorimeter trigger towers each with transverse energy E7 above
7 GeV.) Efficiencies were extracted for each type of single-jet event and each
trigger to give single-jet efficiencies as a function of parton pr as shown in
Figures 3-4. It is important to note that these are parton— jet efliciencies
dependent on parton pr as opposed to jet efficiencies dependent on jet pr.
Thus, these efficiencies should be applied to events at the hard parton level

before any “soft” parton showering or fragmentation.

Dijet Efficiencies

It is relatively straightforward to calculate dijet trigger efficiencies from
single-jet efficiencies. First, the single-jet efficiencies are interpolated between
pr values to give a smooth continuous function. We use a cubic spline inter-
polation which produces smooth monotonically increasing efficiency curves.
Next, the q¢ (=93=33), 99, and qg (=gg) dijet efficiencies are calculated
using conditional probability, where the efficiency € represents a probability
that a trigger will pass[3].

2We did not use the DOGeant shower library because it seems unreliable for very low
pr showers. The shower library produces much larger high energy fluctations (out to 100)
than the standard D0Geant.



Table 1: Subprocess dijet trigger turn-on pr at 95% and 99% efficiency.
Trigger Turn-on pr(GeV)
95% Efficiency | 99% Efficiency
Trigger | g9 | 99 | 99 | 99 | 99 | 99
JT(1,3) [ 17. ] 20. | 24. | 2L. | 24. | 3L
JT(1,7) || 32. | 39. | 49. | 39. | 5L. | 59.
JT(2,7) || 45. | 55. | 60. | 60. | 66. | 72.
JT(3,7) || 72. | 75. | 77. | 97. | 93. | 91.

3 Results

Jet Trigger Bias

It is evident from both Figures 5-7 and Table 1 that €y, €9, and €,y are
different for the same jet trigger. Hard inclusive quark subprocesses (gq and
qg dijets) become efficient at lower pr than hard pure gluon subprocesses (gg
dijets). In fact, €, > €;9 > €4o for almost all triggers and pr indicating that

the triggers are indeed sensitive to the fragmentation differences between

quarks and gluons.

Bias in the Measured Dijet Cross Section

The measured differential cross section 0eyp is defined as the actual cross
section oqcp times the experimental efficiency eexp. In addition, the measured

cross section can be expressed as the sum of the subprocess cross sections



tion. A plot of the total and contributing subprocess cross sections (eq. (3))
as generated by the Monte Carlo HERWIG is shown in Figure 8. (The total
dijet cross section for pr >2GeV is 33mb.) The ratios 45/ cps Tag/FTqcp >
and &,49/6,., are shown in Figure 9 indicating the relative subprocess con-

tributions to the total cross section.

Quark vs. Gluon Subprocess Bias

To get a measure of the difference in the efficencies due to different subpro-
cesses, we define a bias-measure (3 of a trigger towards one subpopulation :
with respect to another subpopulation j as the ratio of the efficiencies or
R

p;= e (5)
Since €4y is the smallest in general for each trigger, we determine the gg and
qg dijet efficiency bias-measure relative to gg as shown in Figures 10-11.
We use only the 10 original py values for this ratio since these points are
fixed: spline interpolation introduces small artificial fluctuations in the bias
between data points. These fluctuations are exacurbated by taking ratios of
the efficiencies especially at small efficiency. In addition, we plot only those

points for which the gg efficiency is non-zero so that the bias is well-defined.

These plots dramatically demonstrate a systematic trigger bias towards
inclusive quark (qq and qg) subprocesses. For each trigger there is a pr range
where the gq and qg dijets are much more likely to pass than the gg dijets.
Not suprisingly, 3 approaches unity (no bias) as both triggers approach 100%.



Table 2: Quark-gluon trigger bias and pr at 95% and 99% efficiency.
Trigger Bias and Turn-on

95% Efficiency | 99% Efficiency
Trigger | 6 | pr(GeV) | & | pr(GeV)
IT(L,3) [ 7% | 22 1% | 28
TT(L,7) | 7% | 46. 1% [ 56.
IT(2,7) | 6% | 59. 1% | 69.
JT(3,7) || 2% 76. -1% 93.

and gg (positive) biasing, and an additional suppression (negative biasing)
of the gg subprocess with respect to the measured efficiency. The dotted
vertical lines represent the pr at which the total efficiency becomes 95% and

99%.

It is clear from Figures 16-19 that there is not a significant bias in any
of the jet triggers due to differences in quark and gluon fragmentation when
the triggers become efficient (¢ > 95%). In fact, the largest quark-gluon bias,
defined as § = (1 — B3) - 100%, is about 7% at 95% efficiency and 1% at 99%
efficiency. The quark-gluon bias at 95% and 99% total efficiency for each jet

trigger is summarized in Table 2.

It is easy to understand why the largest bias is only on the order of
100% — €exp opposed to a much larger value. Since the total efficiency gets a
large contribution from the gg subprocess (Figures 12-15), the total efficiency
can be roughly approximated by the gg efficiency. Furthermore, in general
gq dijets are more efficient than gg dijets; as a worst case we assume the

qq dijet efficiency is 100% when the total efficiency is > 95%. Thus, the

ures 10-11.



o Parton fragmentation can be “factorized” to obtain single parton trig-
ger efficiencies. Thus gluon fragmentation is the same in gg and gg

events.

e A parton-parton subsystem fragments purely into dijets; i.e. there
is no NLO contribution giving three jets except due to LLA parton

showering.

There is an uncertainty inherent in each of these assumptions, but the qual-

itive aspects of the physics should be the same as a fully rigorous analysis.

Of course, one of the largest uncertainties in our analysis is fragmentation.
Unfortunately since fragmentation is not fully understood it can only be ap-
proximated using phenomenological models. These models have an inherent
uncertainty that can only be rectified by experiment. However, the uncer-
tainties in fragmentation measurements are generally large, implying that
only intelligent guesses can be made at the proper shape and normalization

of fragmentation functions.

-

We have used the JETSET Monte Carlo because it is “consistent” (i.e.
generally within the error bars) with fragmentation data. However, since
fragmentation functions in general are not well defined, there is an infinite
number of functions that are “consistent” with data. A truly rigorous trig-
ger bias study should determine the range of biasing consistent with data.
Fortunately, since gluons fragment more softly than quarks, biasing has an

upper limit because of the subprocess cross section distributions.
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Weighted Subprocess Efficiency
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Weighted Subprocess Efficiency

JT(2,7) Subprocess Contributions to Efficiency

I i I ! ' I T U I I

I I i i I I 18 T

l 1 T U [ T i 1 l

100

80 —

60 I~

40

20 —

Parton P; (GeV)

Figure 14.



Weighted Subprocess Efficiency

JT(3,7) Subprocess Contributions to Efficiency

i 1 1 ! 1

[lT I l LI l]

I l I i I I T T U I

100

80

60 —

40 +

20

Parton P; (GeV)

Figure 15.



Subprocess/Total Efficiency Ratio

w—

JT

(1,3) Trigger Efficiency Bias

I T T T ]
— qq/total
--------- qg/total

--- gg/total

l 1 i 1 ' ! ! Il , | 1 i I

60 80 100 120

Parton P; (GeV)

Figure 16.




Subprocess/Total Efficiency Ratio

10

—

10

JT(1,7) Trigger Efficiency Bias

i

I U T 1 I IE 1 l: I I 1 l 1 ] i I I I i T I I

Parton P; (GeV)

Figure 17.

i 5 —  qq/total §
- --------- qg/total -
e --- gg/total
- o)
S
i . i N .- .
- p’ - § -
i . ,
-~ /
/ -
l 1 1 1 l ls 1 ls ' 1 i 1 I i ] L [ 1 i L l L L i I 1 1
0 20 40 60 80 100 120 140



Subprocess/Total Efficiency Ratio

-—
o

—r

10

JT(2,7) Trigger Efficiency

Bias

T ‘ l !

[ i L} I §l

1 I i i I

qq/total
qg/total
- - gg/total

l 1 | 1 ' | 1 1 §I I gl | [ 1 1 1 I |

1

| l [ 1 | {

lllll

1

20 40 60 80 100
Parton P; (GeV)

Figure 18.

120 140



Subprocess/Total Efficiency Ratio

-—
o

—h

10

JT

(3

7)

i 1

Trigger Efficiency Bias

[

I 1 I i U I [

l: l 1

lllll

1

___ qgq/total

......... qg/total

__- gg/total

5

0)]

@
Ilililll:llllllilllll
60 80 100 120 140

Parton P; (GeV)

Figure 19.



D0 Note 1351
01/05/92

D0 END CALORIMETER RESPONSE TO MUONS AND
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Abstract

DO End calorimeter modules response to muons is studied during the
test beam load 1(1990). The calorimeter uniformity in depth is studied
by using the low energy(15 GeV) muons. The energy dependance of the
response is studied by using four different beam energies, 15, 50, 100 and
150 GeV. Both the most probable value and the mean value of the sig-
nal increase with energy as expected. By comparing the data with the
monte carlo the expected signal for a minimum ionizing particle(MIP) is
extracted. The “£” ratio, which is energy dependent, is obtained at each
energy. An energy independent quantity, “'1‘;"2” ratio, is calculated by
using the deduced MIP signal.



Using the small fraction of muons (originating from pion decay) in the
pion beam, the end calorimeter, electromagnetic(ECEM) and inner hadronic( ECIH),
module response to muons was studied under the same experimental conditions as
for electrons and pions. The arrangement of the calorimeter modules and the muon
beam counters is shown in Fig.l. The muon beam passing through the calorimeter
tower is identified by a coincident signal in the $1,52 and S3 scintillation counters.
The ECEM and ECIH calorimeter modules constitute about 20 radiation lengths
and 8.5 interaction lengths thus being able to contain, both the electromagnetic
and hadronic showers from the electron and pion beams of the 10-150 GeV/c mo-
mentum range used in the study. The 3m long steel block corresponding to about
17.9 interaction lengths was placed behind the cryostat (and between the S2 and S3
counters) in order to absorb any “leaking through” energy from hadronic showers.
On the other hand, for the muon beam the ionization energy loss in the calorime-
ter modules, in the liquid argon space behind them and in the steel block set the
passing muon momentum threshold at about 4.78 GeV/c. The 51.52.53 coincident
signal was included in the standard beam trigger system with randomly interspersed
pedestal triggers during the beam spill. Data were taken at four different momenta:

15,50,100 and 150 GeV/c.

In contrast with electrons or pions, the muons deposit only a very small
fraction of their energy in the calorimeter, and only a small fraction of that (the
“sampling fraction”) is in the active medium and thus observable. A 15 GeV/c
muon, e.g., deposits about 2% of its energy in the electromagnetic section of the
ECEM and only about 8% of that is in the sensitive medium. Hence the observed
signal is much smaller for muons than for electrons or pions. Therefore any con-
tribution from noise could constitute a significant fraction of the observed muon
signal. To minimize this effect, the analysis of muon data was performed slightly
differently from that of the pion and electron data. Firstly, pedestals interspersed
with data events were used to calculate the mean and the sigma of the pedestal
values of each cell independently for each data file and then these values were used
in the pedestal subtraction and in the zero suppression when analysing data. Sec-
ondly, only the cells adjacent to the projected track (obtained by extrapolating the

beam track found using the beam PWC information) in the modules were used in
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obtaining the signal. It was found that four projective towers (two nearest ¢ and

two nearest 1), were sufficient to collect the muon signal at n = 2.3.

Two properties of the calorimeter modules were studied by using muon
data, the uniformity in depth and the “%” ratio for ECEM. It has been known
experimentally[1] as well as theoretically(2] that, especially at high energies, the
energy loss of a muon is energy and material dependent. This is due to the fact
that at higher energies the relativistic rise becomes important and eventually the
other sources of muon energy loss, et e~ pair production, bremsstrahlung and nuclear
interaction, dominate over ionization. The energy dependance of the energy loss by
a relativistic muon is significantly different for passive (high Z) and active (low Z)
layers in a sampling calorimeter(3]. As a result, the observed signal becomes more
complicated, and a more careful treatment is required for muons compared with a
fictitious minimum ionizing particle (MIP) traversing a bulk material. Taking these
complications into account, it has been suggested[4] that it is preferable to measure

“L7 ratios at a well-defined energy or to convert the measured “£” ratio to = ratio,

in order to make comparison with other data possible.

1 Uniformity in Depth

At low energies where the radiative processes are not significant, one could use the
muon signal to study the uniformity in the calorimeter modules. If it is assumed
that the energy of the §-electrons is deposited locally in each argon layer, then one
would expect the observed signal per unit thickness of active medium to be the same
anywhere in the calorimeter regardless of the number of active/passive layers and
their thicknesses. Under this assumption, we have made an attempt to study the
uniformity in depth, i.e. to compare the muon signal on individual layers of ECEM
and ECIH modules at 7 = 2.3, by using the data at the lowest available energy (15
GeV/c).

The pulse height distribution measured in some of the ECEM and ECIH
layers with their pedestal distributions are shown in Fig.2 (a),(b),(c) and (d). The
data points are fitted with the Moyal function[5],(6] (an approximate analytic expres-

sion of the Landau distribution), convoluted with a Gaussian resolution function.
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The most probable values obtained from the fit are given in the figure. It is the
mean value of the pulse height, not the most probable value, that is proportional to
the thickness of the medium traversed by the muon(5]. The mean pulse heights, as
calculated from the fit, per unit thickness of the argon gap( for EM layers measured
gap thicknesses and for IH layers 85 mils gaps are used) for individual layers are

shown in Fig.2(e). The result shows the expected uniformity between layers.

2 Signal-to—Noise ratio

In order to understand the significance of the noise, the electronics noise which is
linearly depending on the cell capacitances and the Uranium noise due to radio
active decay, we compare the interspersed pedestal distribution with the 15 GeV/c
muon distribution. The muon distribution is obtained for a single tower(A7n X
A® = 0.1 x 0.1), i.e. four cells in EM layer 3 and a single cell in each of the
other layers, by selecting events with the projected PWC tracks centering the tower.
The interspersed pedestal distribution (pedestal subtracted and gain corrected) is
obtained for same cells as for the muon. The resultant distributions for the individual
EM layers and for the total EM section, for the tower at n = 1.95 and & = 30.5 are

shown in Fig.3.

We define the Signal-to-Noise ratio as:

‘_9_ _ (PH)‘l"eak - (PH)’I”C:ak
N B O ped

where PHY,_,, is the peak value of the muon signal and PH ped and Opeq are the
peak value and the o of the pedestal distribution. All quantities are measured in
ADC counts. For the tower used the Signal-to—Noise ratio for individual EM layers
and total EM section are:

[r Layer | S/N J

1 3.7+ 0.3
2 42 £ 0.3
3 51+04
4 83 +04
EM total | 10.7 = 0.6




3 “&” Ratio

As discussed earlier the muon response is expected to be energy dependent. This
can be seen in Fig.4 which shows the normalized pulse height distributions from
muons of four different energies (15, 50, 100 and 150 GeV/c) in the ECEM, together
with a fit to the function described above. Both the mean and the most probable
value (both obtained from the fit), shown in Fig.4(e), increase with energy, the latter
to a lesser degree, as expected [3]. Also, the spectrum becomes broader and more

asymmetric at higher energies due to the contributions from radiative production.

The above results clearly indicate that the signal in the calorimeter for a
realistic muon is always larger than that of a MIP. The minimum of the dE/dz curve
for muon occurs around 300-400MeV. By comparing the observed signal with Monte
Carlo results (Geant 3.14), we have estimated the MIP signal as follows. First, the
Monte Carlo results for muons, traversing the same position in the calorimeter with
same energies as data, were obtained. Then the most probable value (in MeV)
of the MC spectrum is obtained by fitting the Moyal function. The MC results,
converted to ADC counts by using a constant factor for all energies, agree very
well with data as shown in Fig.4(e). In other words, the constant factor ( 4.0 =
0.1 ADC/MeV) obtained here is the calibration of the active section of the EM
calorimeter. Assuming that the MIP deposits energy according to the % table
values|7), and knowing the MC result, we obtained the ratio of the energy scale
between the two at each energy. Finally, the pulse height for MIP is obtained by
reducing the measured pulse height according to the above scale factors. The result

is included in the Fig.4(e) and is independent of energy as expected.

In order to compare the electromagnetic calorimeter response to muons
with the response to electrons we consider the ratio,
4 _ PH./E,
e PH./E.
where PH, and PH. are the measured pulse heights for muons and electrons re-
spectively, E. is the electron beam energy and E,, is the total energy loss by a muon

traversing the ECEM. All quantities except E, are measured experimentally. If one

-

b}



assumes that the muon behaves as a MIP then E, could be calculated by using the
known(7] dE/dz values. The “£” ratio obtained under such assumption is shown
in Fig.5. The energy dependence of the “£” is due to the energy dependence of
PH,, which becomes smaller if most probable value is used for PH,. By using the
corrected PH for MIPs we obtained the 2E ratio which is energy independent as

it should be the case.

It should be pointed out that to estimate the pulse height for MIP from the
experimental data one needs a reliable Monte Carlo simulation. Our study indicates
that the best way to obtain an approximate value of the A_le!_li ratio without such
a simulation is to use the most probable value of the measured muon signal at the
lowest possible energy. For the DO ECEM the best estimate of the A—’cﬂ—’
1.4140.05. It is important to note that the ECEM module is placed just behind
a cryostat wall which could be acting as a part of the calorimeter especially for

ratio is

electromagnetic showers. If we treat the cryostat wall as a part of the calorimeter

then the M—:—P ratio is 1.22+0.05.

Similar behavior has been observed in sampling calorimeters in other ex-
periments. A detailed comparison of the data with Monte Carlo results[4] has shown
that this is due to the way in which low energy photons, which are abundantly pro-
duced in the electromagnetic shower development, interact with matter. Due to the
strong Z-dependence of the photoelectric effect (x Z°), most of these photons will
transfer their energies to electrons in the high Z absorber rather than the low Z
sensitive medium. Therefore the observed fraction of the energy deposited by these
low energy photons is much smaller than what could be expected from the sampling
fraction based on the MIP energy loss. This causes the 35 < 1, which is an im-
portant factor in making the calorimeter response to electromagnetic and hadronic

showers equal.

We would like to thank Anthony L. Spadafora for giving us information

on the electron response.
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Figure Captions

Figure 1: The arrangement of the calorimeter modules and the muon beam counters

Figure 2: Response of individual calorimeter layers to 15 GeV/c muons. (a)-(d) the
pulse height and the pedestal distributions in four layers. (¢) Mean pulse height per
unit Ar thickness vs layer index.

Figure 3: Response of EM module to 15 GeV/c muons at rapidity 1.95. (a)-(e) The
pulse height and the pedestal distributions in four individual layers and the total

EM section.

Figure 4: Energy dependence of the ECEM response to muons: (2)-(d) Pulse height
fitted with the Moyal/Gaussian convolution at 15, 50, 100 and 150 GeV/c respec-
tively. The most probable value (MPV) in ADC counts is indicated. (e) The mean
value, the MPV (data and Monte Carlo) and the deduced MIP pulse height vs
energy. (Monte Carlo numbers are converted to ADC counts.)

Figure 5: “£” ratio vs energy. The ratio obtained by using the mean, the MPV and
the MIP pulse height are included.



ARGON EXCLUDER

ECEM

LIQUID ARGON

STEEL ABSORBER

CRYOSTAT SHELL

FIGURE 1



Mean PH/unit thickness (adc counts/cm )

SENS TjT[Y!YII‘rYVIIvrj E' T T rVITIYTIfTTq
- - | 3
.l [H LAYER 1 o e HLAYERS ~— —
> o H.P.Y.=81.7+-03 B - M.PV.=49.0+-02 b
@ r 3 C p
b L ] o
we— (e) —.1 o (d) —3
- ] =E %
08— o
: 3 :
100f— un:
b e
o C
- r
¢ o Lxgul L LU LD - R
~’-l_lil YFYT}'YTTTTYTIIIIIIIIIIL '_ll"llll'lT‘lll]IlllIrl’Tr4
n’ : e b -
g o EM LAYER 1 - 200 p— IM LAYER 3 —
B peep— MPV.=66+-0.1 __] o MP.V.=2385+-02
b ~ : :
= -
b - o -
- ' (@) 4  we— ®)
08— p— -
b -4 -
o E -
rool— 7 un:—
o ) -
o -4 o
. o LI .
- » [_] - we J Q *
ADC Counts ADC Counts
20 L] L T T I T T T T ] T T T T T 1 T T l T T T
" (e)
15—
& il I o g I §
10 @ = | = 4 I I @
- -
5 -
-
"
o A 1 1 1 l 1 1 1 L l 1 1 i I 1 1 1 ) - i 1 ;e 1
0 _ 2 4 8 8

Layer Index (EM1-IH5)
CALORIMETER RESPONSE TO 15 GeV MUONS

FIGURE 2



Events

Events

llll]llllTTIIl

[ I [
ECEM LAYER 3
M.PV.=24.7+-0.4

(e)

100

lllllTITT]'III‘[I

" I !

ECEM LAYER 4
MP.YV.=32.3+-0.4

(d)

[ ] " 1{ ] 80
= T T T T TVvuoebl TriT TrTiey LRI - TIivT LIRS Ty LIRS
T W TS
- R = h
— ECEM LAYER 1 —] - ECEM LAYER 2 ]
- MPV.=65+-0.4 - - MP.V.=7.6+-08 -
=3 - *}-— —
. — o R
C (2) ] - (b) s
C h 200 p— —
p——e — - -
= . 108 p— -
o— c— - <
- - - -
AN ] ]
-8 [} ” [ ] ™ 108 -2 [ ] = [ ke ) 100
ADC Channels
T T T T Jl T T T T ] T 1 I T 1 T L ] T T l‘
r- -
L] d pu—
" PEDESTAL MUON 4
o (.) -
L EM TOTAL 4
08— L MPV = 763 +- 0.9 _
o -
08 p— —l
JU—Y o 1 1 1
e »e 200
ADC Channels

ECEM MUON AT 15 GEV, ETA=1.95

FIGURE 3



ADC Counts

110

100

~2 (o2} D
o o o
ollllIlllllllll]llillllllllIVI

(o]
o

wn
o

Evts.

Evts.

]
T

YYIfYTTYTTVII

TTT1IIII‘IIIIII‘III]IIII]!II

100 GEV
M.P.V.=80.6+-8

(¢)

{ llllllllllAllllllJllllLlAlll‘

‘Illl]llll]llil]llli]rl"]‘l’l

L

IRRRREREREE

150 GEV
MPV.=822+-1.0

(d)

1]

LllllllLllllllJLLllLLlLlAll

o [ ]
[ ] ] L _J
T T T I T T T T T o rTTT l T T T T l T T I ™
- I ] -4 - -
- p - p
- 4 - p
soof— — — -
E 15 GEV 1 *F 50 GEV ]
- - e -
- MPV.=78.1+-6 b - MPV.=77.7+-8 3
- . -
-0 p— p— - p— p—
- p - -
o - - -
E (a) 3 C ® 3
200 p—— — 0 p— p—
- - b -
- p - 4
ad - - -
- - - -
200 p—r- — 09— u—
- p - .
- p - p
- 4 - p
- 3 - 3
100 p— — 100 p— pu—
- - b -
- p n
.”l 1_J L L4 L [ | I L4 .L .

ADC Counts

H+

(o)

- HaH
i

O DATA(M.P.V.)

X DATA(MEAN)

1 1 1 1 1 1 1 ‘

1

1

1

o Monte Cario(M. P. V.)

+ Deduced MIP signal

1

|

i

1

1

i1 1 1 l 1111 l J U W .\ l L1 11 l A1 4 1 l A1 1 1

50 100

Muon Energy(GEY)
ENERCY DEPENDENCE OF THE ECEM RESPONSE TO MUONS

FIGURE 4

150

200



G ‘14
( >mov>m.~wzm
001

T

1 _ T T

34—

e/diwr pajewnysy x
N[PA ‘A'd'N woly 4+
anjeA NVAR wold o

HH

001

G2l

0G'1

GL'1

00c

Ge'e

062

“3/77'“






~ e AL

Dec. 5, 1991

D® CALORIMETER RESPONSE

TO LOW ENERGY BEAM AT NWA
AND

IMPLICATIONS TO D@ PHYSICS

P. Bhat
Fermilab



CALORIMETRY im the Pm.&th h(?A Qner?é
Coll:der «ra should Prow'de %aod nergy measrenah s
63[- elecdrons, Pko-fou, had vewce J:Q"'S,

r\oﬂ-l‘r\krac—‘h‘r\a, Pavﬂ‘du m\dvfiuot,g)kp#uw) ba E::

'J_'c__tg have lm«ic fmd.’on o’C low a«crasj l\nd-rou,

Precision of ?t measSuvement Cn‘-ﬁ'cp.ll? dePend.r oOn

undersi’andjr\? $he cn_lovime/ier 'Yupoue. “‘O (ooo aevyae.

Parh‘ des.

¥ LON ENERGY RESPONSE IS VERY [MPORTANT 3
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Fig:1 The CDF calorimeter calibration data; the measured ratio of calorimeter
response to the true particle momentum.
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Mesured Jet Et spectrum is affected
(and distorted) by the following effects:

a. non-uniform response and losses due
to cracks and dead material in the
calorimeter

b. non-linear LOW ENERGY response of the |
calorimeter |

c. Convolution of single particle
response (by MC) with the jet
fragmentation spectrum.

So, to get the corrected jet Et spectrum
model the response of the calorimeter
including the effects of non-uniform
response and correction for energy loss
in the dead material, i.e,

get R(E,n) RESPONSE FUNCTION

Combine with proper jet fragmentation
spectrum

J;(E,q)(E.dn/dE)dE QCD group

May require tuning the MC single particle
response as seen by TB data
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Abstract

Results are presented from a test beam study of the DO liquid argon end
calorimeter electromagnetic module prior to its installation at the Fermilab Teva-
tron Collider. Using electron beams with energies ranging from 10— 150 GeV we
have obtained an energy resolution of 15.7%/+/E(GeV) with a small constant
term of 0.3% and a linearity of better than +0.5%. The position resolution of
the calorimeter is found to be approximately 1 mm for 100 GeV electrons.
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1 Introduction

The DO experiment, which will begin taking physics data in the 1992 run of the
Fermilab Tevatron Collider, features a uniform, fine-grained uranium liquid argon
calorimeter which provides good energy resolution and hermetic coverage for elec-
trons, photons and jets. A test beam facility has been established at Fermilab to
study the response of the electromagnetic and hadronic modules that comprise the
central (CC) and end (EC) calorimeters (Fig1.) This paper will present results from
the test beam study of the response of the end calorimeter electromagnetic mod-
ule (ECEM) to electron beams. Tile response of the combined electromagnetic and

hadronic modules to pion beams can be found in Ref.[1] and test beam results from

CC modules in Ref.[2, 3].

2 The ECEM Module

The ECEM module, shown schematically in Fig.2, provides full azimuthal (¢) cov-
erage in the forward region (1.4 < n < 4.0)*. In order to minimize losses due to
internal cracks, the module is built as a single unit: both the signal boards and the
absorber plates are preassembled as disks of typically 1 m radius and then stacked
to assemble the module. The basic sampling cell of the module consists of a 4 mm
depleted uranium absorber plate, a 2.3 mm liquid argon gap, a NEMA G-10 signal
board and another 2.3 mm liquid argon gap. A more detailed description of the mod-
ule’s construction can be found in Ref.[4]. Signals are read out in four longitudinal
sections and transverse segmentation is provided by semi-projective towers of ap-
proximately square pads of An x A¢ = 0.1 x 7/32(= 0.1). In the third longitudinal
section, which typically contains 65% of the electromagnetic shower, the transverse

segmentation is doubled in both directions (0.05 x 0.05) to provide better shower

i1 is the pseudorapidity defined as 7 = —Intan(8/2), where 6 is the polar angle from the beam
axis.



position resolution. See Table 1 for a summary of the readout segmentation.

3 Test Beam Setup

The DO calorimeter test beam facility has been established in the Fermilab Neutrino-
West beam line which provides electron and pion beams with momenta from 10 to
150 GeV/c. A system of proportional wire chambers (PWC’s) and Cerenkov counters
provides particle momentum and identification on an event-by-event basis. The
spread of the beam momentum is typically 1.5% (measured to an accuracy of 0.2%)
and the pion contamination in the electron beam is negligible (less than 107%). A

set of scintillation counters provides the trigger.

The test beam run described here was performed with the final DO ECEM and
ECIH (end calorimeter inner hadronic) modules prior to their installation at the
collider. The test beam cryostat has a thin window (two 1.6 mm thick steel plates) in
the region illuminated by the beam and was configured with a liquid argon excluder,
a 2.5 cm thick stainless steel plate to simulate the DO cryostat walls, and a 4.4 cm
thick aluminum plate at small angles to simulate the DO vertex detector endplates
and electronics. The test beam cryostat is equipped with a computer controlled
transporter that orients the module so that the beam strikes it along projective towers
as do particles at the collider. The region illuminated by the beam (£15 degrees in
é and the full extent in n) and a surrounding border zone were instrumented with
the readout electronics (1452 channels in total) and internal cryostat cables which
will be used in the final DO detector. The overall sensitivity [5] of the electronics is

~ 0.57 fC per ADC count or 3600 electrons per count.



4 Test Beam Results

The analysis of the calorimeter data proceeds by first correcting for the electronic
channel pedestals and gains, which were measured once per eight hours and once
per day, respectively. The pedestal widths vary with the channel capacitance but
were about 8 MeV for a typical 2nF cell. The spread in the beam momentum was
corrected event-by-event using the momentum measured by the PWC system.

The energy of electromagnetic showers was reconstructed by summing all four lon-
gitudinal sections in the ECEM and the first section of the ECIH. Relative sampling
fractions for each longitudinal section were obtained by simultaneously minimizing
the energy resolution and the deviation from linearity for electron momenta ranging
from 10 to 150 GeV/c. These optimized values, shown in the last column of Table
2, are not very different from the relative values calculated from minimum ionizing
dE/dX losses. The analyses presented here used a single set of energy independent
relative sampling fractions. The number of towers summed to contain an electro-
magnetic shower varies with 7, corresponding to the variation of pad size with 7. For
example, for intermediate size pads of 5 cm square, 99.5% containment is achieved
by summing an array of 5 by 5 towers, while for pads of 1 cm square an array of 9
by 9 towers is needed.

“Benchmark” runs at a selected point in the module (n = 1.95) were repeated
almost daily to monitor the stability of the apparatus. For the three month duration
of the run the mean value of the response for 100 GeV electrons was found to be
constant with an rms spread of 0.3%.

The results of a high voltage scan with 100 GeV electrons is shown in Fig. 3. Our
operating voltage of 2.5kV (11kV/cm) is well located on the plateau. The curve in
Fig.3 is a fit to the form of Ref[6] and yields an estimate of the oxygen contamination

of 0.52 £ 0.03 ppm O,. Such scans were repeated approximately every ten days and



no measurable change was found.

Clear signals for muons were seen in the calorimeter arising from the approxi-
mately 3% muon component of the hadron beam. A muon peak is distinguishable
above pedestal in all longitudinal sections of the calorimeter. The pulse height spec-
trum for 15 GeV muons in the third EM layer is shown in Fig.4. From the fitted
most probable value of the muon spectrum in each layer, we obtain an average value
of 9.8 £ 0.1 ADC counts/cm of liquid argon. Comparing the ratio of pulse height to

deposited energy for electrons and muons, we find for 15 GeV muons:
PH(e)/E(e)
PH(u)/E(r)

Pulse height distributions from electrons of various beam momenta are shown in

efp = —0.69 £ .05

Fig.5. The mean value in ADC counts of the Gaussian fits are shown in Fig.6a as a

function of beam energy and, in Fig. 6b, the residuals from a linear fit of the form:
p(cts) = Fueam(GeV) X (263.0 £ 0.1) cts/GeV — (23 £ 4) cts

The fractional energy resolution, calculated as o/p from a Gaussian fit, is shown
in Fig. 6c. We assume the energy dependence of the resolution is of the form (o/u)?* =
C*+S?/E+ N?/E?, where E is the beam energy in GeV, C'is a constant contribution
from systematic errors such as remaining channel-to-channel variation in gain, S
is due to the statistical error in sampling, and N represents energy independent
contributions to ¢ such as electronic and uranium noise. The results of the fit are:
C = 0.003 £ 0.002, S = 0.157 £ 0.005(v/GeV), and N = 0.329 + 0.030(GeV). The
the noise term, N, is consistent with the value obtained for an array of 5 by 5 towers
from the pedestal widths.

The small pads (widths range from 1.4 cm square to 5 cm square) of the third EM
layer are used to obtain a measurement of the shower transverse shape and impact

position. The one-dimensional shower profile can be written as a sum of “core” and

“tail” exponential terms:



dE

dz

— ale—lz_xol/bl + a2e—|z_rol/b2

where zq is the shower impact position. The fraction of the shower energy that is

found to one side of a pad edge is calculated from the double exponential form to be:

o dE b1l —b2|z
Egr _ 20 g‘d)-g 1 arbye 1170l + g,b, e~b2l0l (20 > 0)
Eyot —o0 dX 2(arb; + azby)

where ER and FEi, are the energy to the right (i.e. increasing x) of a pad edge and
the total energy, respectively. Using the shower impact position projected from the
track trajectories measured with the PWC system independently of the calorimeter,
we fit for the double-exponential parameters and obtain the results given in Table 3.

For determination of the position resolution we use the center of gravity algorithm
with a correction term to remove the bias with distance of the shower from a pad
edge. Approximating the shower transverse shape by a single exponential term, the

corrected center of gravity is given by[7]

t =z, + bsinh™ (IEC__—A_QUE sinh %)

where z, = the x coordinate of the shower center of gravity, z,, = pad center,
A = pad halfwidth, and b is the single-slope characteristic length for which we have
found 5mm to be the optimum value. This algorithm is somewhat simpler than the
double exponential technique and yields the same value for the position resolution.
The resolution obtained for 100 GeV electrons and pads 2.5 cm square in the third
EM layer is shown in Fig. 7 as a function of z., the distance from the pad edge. The
dependence of the resolution on z. is fit by a quadratic form: o = ag + a2z? where
ag = (0.081 £ 0.001) cm and a, = (0.023 +0.002) cm. Applying this analysis to data
taken at varying beam energies, we obtain an energy dependence of the position
F(-061£.02)

resolution averaged over the pad of approximately: ¢ = (1.3 £ 0.1)cm X

where E is in GeV.



Although the above measurements of energy and position resolution were obtained
at selected spots in the calorimeter, we have taken uniformity scans to verify that
such performance can be achieved throughout the module. The results of a scan
in azimuth (#) at a constant 5 is shown in Fig.8. The mean response is constant
to 0.5%. Data was also taken scanning the only two sources of non-uniformity in
response: the tie-rods that penetrate the stack and the small crack between the
uranium plates. The regions affected by these features comprise only a few percent

of the active area of the module.

5 Conclusion

The performance of the D0 end calorimeter electromagnetic calorimeter module was
studied using electrons with energy ranging from 10 to 150 GeV. The calorimeter
response was found to be uniform across the instrumented area and stable for the
duration of the run. The energy resolution is 15.7%/\/-}3_(—(}6_\/) with a small constant
term of 0.3% and the response is linear to better than +0.5%. A position resolution
for the localization of electromagnetic showers of 1 mm is achieved for 100 GeV
electrons impacting on a tower edge.

I would like to thank H. Aihara, W.Dharmaratna, and N. Roe for their contribu-
tion to the analyses presented in this paper. The D0 Calorimeter group would like to
thank the Fermilab Accelerator Division and the staffs at our individual institutions
for their contributions to the success of this project. This work was supported by
the Director, Office of Energy Research of the U.S. Department of Energy under
Contract No. DE-AC03-76SF00098.
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Table 1 : Longitudinal and transverse segmentation of the ECEM readout.

Layer | # Cells Absorber An x A¢
EM1 2 1.6 mm Fe | 0.2X, | .1x.1
EM2 2 4 mm DU |26X,| .1x.1
EM3 6 4 mm DU | 7.9X, | .05 x .05
EM4 8 4mm DU | 9.2X,| .1x.1

Table 2 : The sampling fractions calculated for a minimum ionizing particle, these
values normalized to the third EM layer, and the relative values found from the

resolution/linearity minimization. The values in parentheses were not varied in the

fit.

dE/dX Fit
SFEI | 3F6
Layer | SF —S—Fi(;)l ﬁwi(;)l

EMI | .047 | 1.82 | 1.61
EM2 |.090 | 0.96 | 0.96
EM3 | .086 | (1.0) | (1.0)
EM4 | .081 | 1.06 | 1.10
TH1 |.056 | 1.52 | (1.52)

Table 3: The fitted shower shape parameters from the double exponential form. The

amplitude of the second term, a,, is set equal to 1.

a | 3.71 £ .09

b | (2.87 +.7) mm
a; | 1.00

b, | (10.3 +.1) mm




Figure Captions

Fig.1 The DO liquid argon calorimeters.

Fig.2 The ECEM Module.

Fig.3 High Voltage plateau curve of the ECEM taken with 100 GeV electrons.

Fig.4 Pedestal subtracted pulse height spectrum for 15 GeV muons in the third EM
layer.

Fig.5 Pulse height distributions of electrons for various beam energies, normalized
to the same number of events.

Fig.6 a) Mean pulse height as a function of beam energy, b) residuals from a linear

fit, and c) fractional energy resolution as a function of beam energy.

Fig.7 Position Resolution of the ECEM as a function of the distance from edge of a
pad. o is the rms of the difference between the corrected center of gravity impact

position in the third EM layer and that projected from the track reconstructed

from the PWC’s. The fit is the quadratic form given in the text.

Fig.8 Mean pulse height for 100 GeV electrons runs at a fixed 5 but varying azimuth.

The azimuth is given as the arc length at the calorimeter S = R X ¢ where R

for this scan is 59 cm.
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Level 1 Jet Trigger and Level 2 Jet Tool

Rates and Efficiencies,

Richard Astur
Harry Weerts
Michigan State University
November §, 1990

Purpose:
The DO level 1 and level 2 trigger systems are complex in

terms of what triggers should be defined at level 1, and how level 2
should respond to these triggers to best handle the event rate while
optimizing the recording of interesting physics events. Trigger
definitions on either level remain largely undefined and unstudied.
In this note we investigate DO triggering at its simplest level. We
define a level 1 hardware trigger and a level 2 software filter which
we require to be called if and only if the level 1 trigger is satisfied.
Both 'triggers’ are geared towards jet finding. We have investigated
the jet finding efficiency of this combined trigger as a function of
some adjustable parameters and calculated the corresponding event
rates.

Level 1 Jet trigger;

The level 1 calorimeter trigger looks at the calorimeter in
terms of trigger towers, each of which covers .2x.2 in eta-phi space.
The various layers of each tower are summed in hardware and then
a vertex dependent sin theta table is used to produce transverse
energy values (ETs) for both the electromagnetic (EM) and fine
hadronic (FH) portion of that tower. At this point many possible
quantities can be constructed. The most applicable quantity towards
jets is the number of trigger towers with total (EM + FH) ET above a
certain threshold; this is often referred to as 'the’ level 1 jet trigger.
For the purposes of this discussion we will define the level 1 jet
trigger to fire if and only if there is at least ONE trigger tower whose
ET value exceeds a threshold we denote as L1_Et_CUT. Level 1
enters all trigger towers that satisfy this condition into a 'hot' tower
list in the TRGR zebra bank for use by level 2. Note it is very
possible and probable for an energetic jet to cause more than one
trigger tower to 'fire' in this manner. Hence the number of level 1
'hot’ towers in no way is a good indicator of the number of jets.



Level 2 Jet Tool: L2JETS. '

Normally, for each of the 32 level 1 hardware triggers that can
fire, level 2 defines one or more FILTERS that are called in response.
Each of these FILTERS is a series of one or more software callable
routines called TOOLS, each of which are given an adjustable
PARAMETER SET of CUTS that are used in the TOOL'S analysis of the
event. Each TOOL returns a TRUE or FALSE to indicate whether the
event made the cuts established by the PARAMETER SET it was
given. If all TOOLs called by a FILTER return a TRUE, then the
FILTER passes the event and it will be written. L2JETS is a TOOL
which finds jets. The usual PARAMETER SET it is given include
L2_JET_NUMBER and L2_Et CUT. L2JETS returns a TRUE if it finds at
least L2_JET_NUMBER jets each with a minimum ET of L2_Et_CUT.
We define a simple level 2 FILTER that gets called whenever the
above level 1 trigger fires. The FILTER consists solely of one tool:
L2JETS with L2_JET_NUMBER set equal to ONE and L2_Et_CUT left for
us to adjust.

Summary of our Jet Trigger:

In summary, we say that the level 1 jet trigger has 'triggered’
if there is at least one trigger tower whose ET is above L1_Et_CUT. If
the level 1 jet trigger fires, then the routine L2JETS is called. This
routine finds jets in the event and we say that the level 2 jet trigger
has 'triggered' if L2JETS finds at least one jet whose ET exceeds
L2_Et_CUT. Note that level 2 cannot trigger unless level 1 does. We
say that the event has 'triggered’ or 'PASSED’ if both level 1 and
level 2 have triggered. It is upon this condition that we later define
our 'trigger’' efficiency and rate.

H L2JET rks:

L2JETS does the following:

1) It first obtains a list of the 'hot' trigger towers that caused
level 1 to trigger. These trigger towers are taken as possible jet
seeds.

2) Starting with the highest ET 'hot' tower, L2JETS adds all the
neighboring trigger towers that are within a cone of radius equal to
.3 (ICON_CEN=1) in eta-phi space around the seed tower. Any other
'hot’ towers that are 'swallowed' up during this process are not
considered further. Also a position for the jet centroid is obtained by
doing an ET weighted average over all the contributing trigger
towers in eta-phi space.



3) Now all jets are increased in size in .2 increments in eta-phi
space until each jet has grown into a cone of radius equal to R=.7
(ICON_ENG=3). This is done to allow a more even distribution of
energy between adjacent jets. Each tower i1s flagged when used so
that it can not give its ET to more than one jet. Both these cone sizes
are passed parameters that are user defined.

4) At this point the ET of each jet is multiplied by a calibration
number which is meant to correct for energy losses in the
calorimeter. We used 1.19 for the central and endcap region and
1.64 for the crack region. These numbers were chosen by comparing
L2JETS found jets with the underlying parton jets from the event
generator (ISAJET). These 3 calibration numbers are variable and
meant to be user defined.

5) Finally all found jets are compared against L2_Et CUT to see
if at least one surpasses this threshold. If so, we say that the event
has 'triggered'.

Most of our studies were done using double blind events that
have been passed through DOGEANT. Specifically the files:
BLNDO9I.CRD, BLNDI10I.CRD & BLND11I.CRD were used. It is
understood that the 'I' series of DOGEANT events had certain
problems. Some of these had to do with the ICD and Massless gap
which is not used by the LVI1 trigger and not currently used by
L2JETS as well. There was also a suppression of electromagnetic
energy (by about 5%) in the endcap region. This was seen by
analyzing files with 50 Gev electrons but did not show up in the
endcap portion of our jet calibration. (see above).

Software used:

A variety of DO software was used to obtain and check our
results. We will describe some of them:

PJET: is an ISAJET output bank that contains the results of
applying a fixed cone jet finding algorithm on the final state ISAJET
partons. It is intended to try to give an indication of the 'real’
underlying jet ET and position. PJET, for the double blind events we
used, had a cone radius of .45 and an ET cut of 10. Gev.

ISA CAEP: is a routine that takes the underlying ISAJET
event, calorimeter resolution and vertex information to form a 'FAKE'
calorimeter bank comprised of ISAJET track information. This is
useful for comparing to the 'REAL' calorimeter banks made by
DOGEANT. This version of ISA_CAEP had longitudinal energy
deposition in only two layers.



CAJETS: is the offline calorimeter jet finding routine. In
particular, we used the cone algorithm with a jet cone size of R=.7
and a minimum jet ET cut of 4 Gev.

Level 1 Calorimeter Trigger Simulator: simulates the LV1
trigger. We used it to define our LV1 jet trigger and set the value of
L1_Et CUT. The simulator creates a TRGR bank as well as the list of
'hot' trigger towers that pass the L1_Et_CUT.

VMS FILTER package and L2JETS: to simulate the level2
jet finding. Here we are able to set L2_Et_ CUT. Note that by setting
L2_Et_CUT = 0.0, we are in fact investigating LV1 efficiencies and
rates.

ALCULATI F INDIVIDUAL JET EFFICIENCIES:METHOD 1

We ran the combined LV1 & LV2 jet trigger as defined above
on the DOGEANT data files. We then tried to match PJETS ( ISAJET
generated parton jets) with L2JETS ( jets found in the calorimeter via
the LV1 and LV2 simulators). Each PJET was matched to a L2JET as
follows: If there were no L2JETS within .5 of the PJET it was listed as
having no match. If there was only 1 within that distance, then that
one was taken as the correct match. If more than one PJET matched
to a L2JET, those PJETS were clustered together and redefined as a
larger ET parton jet. Most of the time there is no ambiguity between
matching the PJET and the L2JET. In addition, histograms of the
delta R between PJETs and L2JETS indicate that a cut of R=.5 is still at
least 96% efficient for PJETs greater than 40 Gev. Assuming our jet
matching is ET independent, than we expect this number holds out in
general.

Each PJET was binned by its ET. All PJETs that had a L2JET
match were entered into another histogram as well. We calculate our
efficiency simply by doing a division of the two histograms.

The following figures show the efficiency for triggering on a
PJET as a function of the ET of the PJET. Each plot is the efficiency
curve for a particular value of L1_Et_CUT. Figures 1-5 show results
for L1_Et_CUT = 4,5,7.5,10 and 12.5 GEV. Each plot has various
curves for different L2_Et_CUTs. The curve marked LV1 in each is
simply when we set L2_Et CUT=0.0 and so directly measures level 1
efficiencies.
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COMMENTS:

1) The efficiencies calculated were for 5 Gev bins. Since the
points were not distributed evenly within the bin, the efficiency
calculated does not correspond to the middle of the bin. Assuming an
exponential behavior such that the number of PJETS fell by a factor
of 9 over the 5 Gev bin, we determine that the calculated efficiency
is more correctly placed at the end of the lower 1/3 of the bin. All
the figures shown were adjusted this way.

2) Since the PJETS for the DOgeant events used were created
under an algorithm that required a minimum PJET ET of 10 Gev, we
do not have any points in the first two bins and hence no efficiency
numbers as well. We address this problem later.

3) Low statistics in the high ET bins causes some 'dips' in the
plots at high ET. But the main intent of these curves was to
emphasize the behavior up to the point where they become efficient.
These curves reach 90% efficiency at 32,37,47,64 & 65 Gev and 99%
efficiency at 77,77,77,96 & 96 Gev for the curves with L1_Et_CUT set
at 4.,5.,7.5,10. & 12.5 Gev respectively. The 99% numbers are more
uncertain as they involve the higher, less statistically sound, ET
region.

4) It can be seen from figure 1 (L1_Et_CUT=4.0) that the
efficiency curves start to flatten out the quickest. In this case the
various LV2 cuts are rejecting much more of the lower ET jets than
LV1 but rises quickly enough to become fully efficient at the same
time LV1 does.

5) In contrast, figure 5 (L1_Et_CUT=12.5) shows little
difference between the LV1 and LV2 curves.



CALCULATION OF INDIVIDUAL JET EFFICIENCIES: METHOD 2

We again found montecarlo jets with our trigger as described
above. But this time we compared our LV2 jets to an ISAJET particle
level jet finder instead of PJETS. ISA_CAEP was run on the ISAJET
event and then CAJETS (the offline jet finder) was used to find jets.
We used the official CAJET fixed cone algorithm set with R=.7 and a
minimum jet ET of 4 Gev. As before we calculate efficiencies by
dividing a histogram of found L2JETS by a histogram of matching
ISA_CAJETS.

This method was desirable because 1) It allowed us to compare
between two algorithms with the same cone size. 2)We were now
able to calculate efficiencies for the 0-5 and 5-10 gev bin. & 3)The
jet algorithm we compare to uses fragmented particles instead of
partons.

Figure 6 show various efficiency curves made with the PJET
method (Method 1) and one with the ISA_CAEP/CAJET method
(Method 2) described above. The two methods for L1_Et_CUT= 4Gev

agree fairly well except for the 10-15 Gev.
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CALCULATION OF EVENT JET EFFICIENCIES;

Up to now, we have been talking about individual jet
efficiencies; in other words, the probability that a jet of a certain ET
directly causes a 'trigger’ as defined above. We will now look at the
broader question of event efficiencies. Say we are interested in
accepting jets of a certain ET value and above. Well we know the
probability that it will cause a direct trigger because we can get that
information from the efficiency curves given above. What's more, we
can do linear interpolation between the points to obtain approximate
efficiencies for any jet ET. However, even if the jet we are interested
in does not trigger, there is a chance that the other ET balancing jets
in the event WILL trigger. We calculate efficiencies and event rates
for this as follows:

We generated ISAJET events in various ET bins running from 4
Gev to 80 Gev. We set the PJET parameters to have a cone size of
R=.5 and a minimum ET of 2 Gev. Then, for each event, we took the
three highest ET PJETS and assigned each one a 'probability of
triggering' derived from linear interpolation of the aforementioned
efficiency curves. We used the curves made with the PJET method
but we use the ISA_CAJET efficiencies for the first 2 ET bins as the
PJET method did not give us these numbers. We are then able to
calculate the probability of one of the three PJETs causing a trigger.
These 'event efficiency’ numbers were histogrammed as a function of
the ET of the highest ET PJET in the event. In addition, each event
had a rate associated with it. This rate was found by taking the
ISAJET cross section, multiplying by an assumed instantaneous
luminosity of 10**30 /cm**2/second and weighting this number with
the event efficiency. In this way, we end up with bin averaged
efficiencies and rates for accepting an event whose highest PJET has
a certain ET.

Figure 7 shows the event efficiency for various L2_Et _CUT
values assuming that L1_Et_CUT is set at 4 Gev.
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The event efficiencies curves become saturated much quicker
than the individual jet efficiency curves. All of the event efficiency
curves reached 99% by ET = 37 Gev. This is in contrast to the
corresponding number (77 Gev) for the individual jet curves.



Appendix A

~

Trigger rates frcm level-1

The event rate from the level-1 trigger as a function of the level-1 E;{ threshold
(L1_E¢_CUT) has been determined once in 1989. The event sample used for this exercise
was the 10K two-jet events produced in ~1987 with a very preliminary version of
DOGEANT and the the level-1 trigger simulator . Trigger rates (based on a sample of two-
jet events with 5< Et < 140GeV) were calculated in 1989 and are part of the DO upgrade
of the Breckenridge workshop (p. 263 in the proceedings of that workshop). The triggers
used for that simulation were: total Eg, a jet trigger, an electromagnetic trigger and a missing
E¢ trigger. For reference the rates obtained in 1989 for total Ey, jet trigger and EM trigger
are shown as part of Fig. A1,A2 and A3. These results are labelled "1989" and serve as a
reference point for the rates determined this year.

Since we do not have a large sample of Monte Carlo events (at low Et) for determination of
the rate from the jet trigger from level-1, we tried to estimate it using different techniques
and comparing them to each other. As a reference we always use the "1989" results which
are based on the above described sample.

One of the simplest approaches to calculating the jet rate is the use of the toy calorimeter in
ISAJET (not the ISA_CAEP version !). Here the energy of a particle is deposited in an
N, space on An= A¢= 0.1 grid without any smearing whatsoever. We changed this grid
to An= A¢=0.2 and simply plotted the E¢ of the tower with the largest E¢ in the event. We
did this for two jet events with Et in the range 5 - 150GeV. The resulting Et spectrum
leads to the rate curve labelled "Jet rate lev-1 toy" shown in Figs. A1 and A3. This simple
simulation does not take into account: cracks, dead regions, shower spreading, resolutions,
vertex smearing etc. Despite that it agrees rather well with the 1989 results.

In an attempt to be more accurate and take into account all detector effects, we used the
efficiencies for the level-1 trigger as a function of L1_E¢ CUT derived in the previous part
of this note. These efficiencies give us the probability that a jet (defined by the PJET
algorithm, which sums parton energies in a cone of R=0.45) with a given Et passes the
level-1 tower E; cut-off (L1_E¢ CUT). Fig A1 shows the rate (labelled Pjet rate) for two
jet events (E¢ jet >5 GeV) if we were able to trigger on the jet energy determined by PJET.
Again this is simply derived from the spectrum of the jet with the highest PJET E¢ in each
event. This rate is obviously larger than the level-1 rate , because level-1 only sees a
fraction of the real jet energy ( one trigger tower only). Using the L1 jet efficiencies, the
correct ISAJET PJET jet spectrum and calculating the probability for each event (folding
all PJET jets in the event with the appropriate probability) of being picked up by the level-1



as a function of L1_E;_CUT we find the rate of the level-1 jet trigger. This is the curve
labeled "Jet rate level-1(1990)" in Fig. A3. This rate is lower than other estimated rates.
Part of that is due to the energy scale in the current DOgeant simulation. Comparing the
energies of reconstructed jets to the underlying Pjets and comparing DOgeant simulated
50GeV pions with the energy deposited in the calorimeter the "measured” energy in
DOgeant is smaller by 10-20%. This means that a L1_E{ CUT of 20GeV really
corresponds to a cut of 22-24 GeV, which shifts the whole curve to the right and makes it
agree better . This does not compensate for all the difference, but after all some difference
is expected because this is the first time that a full simulation of detector AND the level-1
trigger was used.

In Fig. A2 some rates for the EM trigger from level-1 are shown. The interesting
comparison here is between "EM rate level-1(1989)" and "EM rate lev-1 toy". Using the
simple ISAJET toy calorimeter (not CAEP), we calculate the rate of the EM trigger due to
two-jet events only taking into account the true electromagnetic component of the jets i.e.
only primary y's, t0's , 1)'s , etc). Here the toy calorimeter was used in exactly the same
way as for jets, but now only the EM part of the tower was taken into account. This
illustrates what the minimal rate for the EM trigger is, based on two jet events (Et >5 GeV)

only.
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Figure A2
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Figure A3
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Nonuniformity in charge collection efficiency of the ECEM
calorimeter

1 Introduction

We have studied nonuniformity in charge collection efficiency due to irregularities in
the electric field in the liquid Argon gap of ECEM. The charge collection efficiency
deviates from its nominal value at the boundaries of segmented pads, at the crack
between two resistive-coat sheets which form a disk and at the crack in the Uranium
disk. We have calculated the size of the nonuniformity in these areas using ANSYS([1]

program.
The formulae[2] for induced charges on pads can be derived using Green’s reciprocal

theorem:
Y dV =3 Vg,

where g and V correspond to a set of charges and potentials in a system of conductors
and ¢’ and V' correspond to another set of charges and potentials in the same system.
First we consider a set of charges and potentials to give the induced charge to be
determined. A charge ¢ is positioned at a point P in the liquid Argon gap. Absorber
plates are grounded. Pads are also grounded through low input-impedance amplifiers.
The induced signal on a pad in question is @;,4. Table 1 shows the first set of charges
and potentials. The other set of charges and potentials can be chosen so that all
electrodes are at zero potentials except the pad in question. Table 2 shows this second

set.

Table 1
Charge | Potential | Location
q Vp a point P in LAr gap
Qind Vo=0 a pad in question
gthers | () other pads
Qabs 0 an absorber plate
Table 2
Charge | Potential | Location
¢ = Ve a point P in LAr gap
nd Vs a pad in question
g 10 other pads
! bs 0 an absorber plate




From these two sets of charges and potentials Green'’s reciprocal theorem yields:

Ve
Qinda = — “70761-

This shows that the induced charge on a pad in question is obtained if the potential at
the location of charge ¢ is determined applying unity voltage at the pad and leaving
all other electrodes grounded. By differentiating the above expression by time ¢t we
obtain the current induced on a pad by an drifting electron (—e) at a point s(¢) (s is
the coordinate along the drift path) in the liquid Argon gap as:

i(t) = —(=e)(t) - Eu(s(t)). (1)

Here #(t) is the drift velocity of an electron. E,(s(t)) is the electric field at s(t)
calculated applying unity voltage on the pad and zero on all other electrodes. This

field is sometimes called the weighting field.
An electron drifts along the electric field established to collect the charge:

7(t) _ Eq(s(t))
o) ~ Eaa(D)’ @)

In our calorimeter this drift field E,(s(t)) is established by applying positive volt-
age (~+2300V) on the resistive coat while absorber (Uranium and steel) plates are
grounded. The total induced charge (¢) from ¢t = 0 to ¢t = ¢ is obtained by integrating
the equation (1). Changing the variable from ¢ to s and using the relation ds/dt = v(s),
we obtain:

aw) = ") Bu) 7
_ . s(t) Ed(s)-Ew(s) .
B /s(O) Ey(s) s )

This equation (3) is our master equation to calculate charge collection efficiency.

2 Nonuniformity at the pad boundary

The geometry considered in this section is shown in Fig.1. Each pad is 20 mm wide.
The gap width between two pads is 1 mm. Because the resistive coat is uniform in
this geometry, the drift field is also uniform as Fy_, = 0 and E;_, = 2300V /2.3mm
= 1000V /mm. Therefore the equation (3) is reduced as:

s(t)
Qi) = e o E,_,(s)ds
s(0

y(t)
e |  Euy(y)dy. (4)
v(0)
We have calculated the weighting field using ANSYS. In the calculation the first pad
is held at 1 V while the second pad and the absorber plate are left grounded. Figure 2



shows the calculated weighting field lines. The field is uniform up to z = 18 mm or so.
Some field lines originating from the edge land on the second pad. Assuming ionized
electrons are deposited uniformly along the charged particle trajectory, perpendicular
to the pad, we can calculate the total induced charge by the line of charge. Figure 3
shows the total induced charge on the first pad as a function of position (z) of the line
of charge. The value is normalized by the nominal value obtained in the area where the
weighting field is uniform. Near the edge of the pad we observe the overshoot above 1
and, then, the undershoot below 0. The former corresponds to the dense area where
the weighting field becomes stronger than the nominal. The amount of the induced
charge is larger than the nominal. The latter corresponds to the field lines landing on
the second pad. Because the weighting field is reversed, the net induced charge on the
first pad becomes negative. After a few mm away from the edge the positive field and
the negative field cancel each other. Therefore, the total induced charge on the first
pad becomes zero.
We define the charge collection efficiency as:

Qtatal(lst) + Qtotal(znd)
Qt**!(nominal)

(2),

where x is the position of line of charge, Q***(1st) and Q*'*/(2nd) are the total induced
charges on 1st and 2nd pads, respectively, and Q***(nominal) is the nominal total
charge obtained if there is no gap between the pads. Figures 4(a) and 4(b) show
the charge collection efficiency as a function of x. Dotted lines show where the pad
boundaries are. Figures 5(a) and 5(b) show the plots for the narrower gap (0.5 mm)
in between two pads. This is the case for the pads within the same multilayer board.
Figures 6(a) and 6(b) show the plots for the wider gap (1.5 mm). This is the case
for the gap between two edge pads on two adjacent multilayer boards. As is shown
the loss of the efficiency is less than 10% for 0.5 mm gap . However, the
inefficiency in the 1.5mm-wide gap can be as large as 50%.

We further studied the effect of the nonuniform efficiency taking into account the
transverse shape of the electromagnetic shower. Figure 7 shows the transverse shape
(i.e. energy deposited versus lateral coordinate) of 50 GeV electron shower summed
over all layers of ECEM. Here we only consider a 2-dimensional problem. From the
shower shape we can immediately tell the effect of the nonuniformity is the minimum
when the shower peaks at the center of the pad while it is the maximum when the
shower peaks at the middle of two pads. Therefor we plot the following quantity as a
measure of the efficiency:
total energy collected when the shower peaks at £ mm away from the pad center

total energy collected when the shower peaks at the pad center

Figure 8 shows e(z) for 50 GeV electron shower. The pad width is 20 mm and the gap
between adjacent pads is 0.5 mm wide. The pad boundaries are shown by dotted lines.
The inefficiency is less than 1%, negligibly small. Figures 9 and 10 show the plots for
1.0 mm and 1.5 mm gaps. The peak inefficiencies are ~ 3.5% and ~ 7%, respectively.
These values are larger than the intrinsic energy resolution of ECEM. In particular,
the 1.5 mm gaps of multilayer boards are all in line over all layers. We would expect to
see this efficiency loss of ~ 7% in the data. We hope we can correct for this inefficiency
using the test beam data.

charge collection efficiency(z) =

ez) =



3 Nonuniformity at the crack in the resistive-coat sheet

Figures 11(a) and 11(b) show the geometries considered here. The gap between two
resistive-coat sheets is 1.5 mm wide. The gap is filled with the epoxy in Fig.11(b),
while it is not in Fig.11(a). Figures 12 and 13 show the drift and weighting field lines,
respectively, for the case of Fig.11(a). Because both drift and weighting fields are
distorted and have r components around the crack, the equation (3) can be rewritten

as:
s(t) -EdzE’z.u-_r + EdyEwy d

t) = e/ S.
Q(t) 0 /E3 +E3,

The integration is done over the electron drift path.
We define the charge collection efficiency as:

(5)

Qtt(crack)

Q! (nominal)

(=,T),

charge collection efficiency(z) =

where x is the position of the line of charge, Q***(crack) and Q***/(nominal) are the
total induced charges with and without a crack, respectively, and T is the total inte-
gration time. It takes longer than the nominal collection time for electrons deposited
at the crack to reach the resistive-coat surface. In the simulation program electrons
are drifted with the velocity given by[3]:

vg(cm/sec) = 2.1 x 10* x ¢/E4(V/cm). (6)

For a field of 1000 V/mm, this gives v4=4.5 x 1072 mm/nsec. The total drift time for
a 2.3 mm gap is ~ 510 nsec. Figure 14 shows the drift velocity versus the drift field
given by the above equation.

The calculated charge collection efficiencies are shown in Fig.15 for four different
integration (or charge collection) times (7'=550, 600, 650 and 700 nsec). As is shown
if the collection time is longer than 700 nsec the inefficiency is negligible. Figure 16
shows the same plots for the narrower gap (1 mm), which is the case for ECEM. Again
the inefliciency is negligible if we collect electrons for more than 700 nsec.

Figures 17(a) and 17(b) show the drift and weighting filed lines, respectively, for
the geometry shown in Fig.11(b). Here the 1.5mm-wide gap is filled with the epoxy.
The drift field is distorted while the weighting field is uniform. Figure 18 shows the
same plots as in Figs.15. Again the inefficiency is negiligible when we integrate the
charge for 700 nsec or longer. Since the standard integration time for DO calorimeter
is more than 2 us, we conclude the inefficiency of charge collection due to the crack in
the resistive-coat sheet is negligibly small.

4 Nonuniformity at the crack in the Uranium disk

Because ECEM Uranium disk is made of three plates, we have ~ 1 mm gap between
two Uranium plates as is shown in Fig.19. Both drift and weighting fields are distorted
as is shown Figs.20(a) and 20(b). They are distorted in the same way. Again we define



the charge collection efliciency as:

Qtt*(crack)

Qtotel(nominal)

(z,T),

charge collection efficiency(z) =

where x is the position of the line of charge, Q"' (crack) and Q''*(nominal) are
the total induced charges with and without a crack, respectively, and T is the total
integration time. Figure 21 shows the efficiencies for =500, 600, 700 nsec and 1 usec.
The efficiency becomes more than 1 in the gap because of the extra contributions from
electrons deposited in LAr between y=3.5 and 5.5 mm. If we consider contributions
only from electrons deposited in LAr between y=1.1 and 3.4 mm (i.e. nominal LAr
gap), the efficiency looks like Figure 22. This efficiency is independent of the integration
time longer than 500 nsec. This is because the y component of the weighting field (E,,)
in the gap is smaller than the nominal value and the integration of E,,, gives the smaller
value than the nominal one.

Because the crack in the Uranium disk distorts not only the charge collection effi-
ciency but also the longitudinal and lateral developments of the shower, it will require
Monte Carlo studies in detail to understand how these results reflect to the uniformity

of ECEM response.

5 Conclusion

We have studied the nonuniformity in charge collection efficiency due to irregularities
in the electric field using ANSYS. Three cases studied are 1) the boundaries of seg-
mented pads 2) the crack in the resistive-coat sheet and 3) the crack in the Uranium
disk. For the first case we have found that the inefficiency is less than 10% even for
the electrons deposited in the middle of the 0.5mm-wide gap between two pads within
the same multilayer board. When we take into account the transverse shape of the
electromagnetic shower, the inefficiency due to this gap is less than 1%, which is neg-
ligible compared with the intrinsic energy resolution. However, the 1.5mm-wide gap
between multilayer boards causes the nonnegligible inefficiency, which is ~ 7% after
averaging over the transverse shower shape. For the second case we have found the
effect is negligible because our charge integration time is much longer than the drift
time of electrons. For the third case the charge collection efficiency will be largely
distorted. How it will affect the uniformity of ECEM response needs to be studied by
the shower (e.g. EGS) Monte Carlo programs.
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Figure captions

1.

10.

11.

12.

The pad boundary. Each pad is 20 mm wide and the gap between two pads is 1
mm wide. The distance between the pad plane and the ground plane is 0.5 mm.
The resistive-coat sheet surface is 0.6 mm above the pad plane. The liquid Argon
gap between the resistive-coat surface and the absorber plate is 2.3 mm.

. The weighting field lines calculated applying +1 V on the 1st pad while the 2nd

pad, an absorber plate and the ground plane are grounded. The field lines towards
the ground plane are not shown.

The total induced charge observed on the 1st pad, normalized by the nominal
value obtained in the area where the weighting field is uniform. It is plotted as a
function of position (mm) of the line of charge.

(a) The charge collection efficiency as a function of the position (mm) of the line
of charge. The gap between two pad is 1 mm wide as shown by the dotted line.
(b) The detail around the pad boundary.

(a) The charge collection efficiency as a function of the position (mm) of the line
of charge. The gap between two pads is 0.5 mm wide as shown by the dotted line.
(b) The detail around the pad boundary.

(a) The charge collection efficiency as a function of the position (mm) of the line
of charge. The gap between two pads is 1.5 mm wide as shown by the dotted line.
(b) The detail around the pad boundary.

The transverse shape of 50 GeV electron shower summed over all layers of ECEM.
The unit is mm.

e(z) =(total energy collected if shower maximum is z mm away from the pad
center)/(total energy collected if the shower maximum is at the pad center) for
50 GeV electron shower. The pad width is 20 mm and the gap between adjacent
pads is 0.5 mm wide.

. €(z) =(total energy collected if shower maximum is ¢ mm away from the pad

center)/(total energy collected if the shower maximum is at the pad center) for
50 GeV electron shower. The pad width is 20 mm and the gap between adjacent
pads is 1.0 mm wide.

e(z) =(total energy collected if shower maximum is z mm away from the pad
center)/(total energy collected if the shower maximum is at the pad center) for
50 GeV electron shower. The pad width is 20 mm and the gap between adjacent

pads is 1.5 mm wide.

(a) A crack in a resistive-coat sheet. The crack is at the center of 20 mm wide
pad. The crack is 1.5 mm wide. (b) Same as above, with the crack filled with the
epoxy. '

The drift field lines calculated applying +2.3 kV on a resistive-coat surface, leaving
pads and the absorber plate grounded. Here the 1.5mm-wide crack is not filled

with the epoxy.



13.

14.
15.

16.

17.

18.

19.
20.

22.

The weighting field line calculated applying +1 V on a pad, leaving the absorber
plate grounded. Here the 1.5mm-wide crack is not filled with the epoxy.

The electron drift velocity versus the drift field in liquid Argon [3].

The charge collection efficiency as a function of the position (mm) of the line of
charge for four different charge collection times (T=550, 600, 650 and 700 nsec).
The crack is 1.5 mm wide as shown by the dotted line. The crack is not filled with

the epoxy.

The charge collection efficiency as a function of the position (mm) of the line of
charge for four different charge collection times (7'=400, 500, 600 and 700 nsec).
The crack is 1 mm wide as shown by the dotted line. The crack is not filled with

the epoxy.

(a) The drift field lines calculated applying +2.3 kV on a resistive-coat surface,
leaving pads and the absorber plate grounded. (b) The weighting field line cal-
culated applying +1 V on a pad, leaving the absorber plate grounded. Here the
1.5mm-wide crack is filled with the epoxy.

The charge collection efficiency as a function of the position (mm) of the line of
charge for four different charge collection times (T'=550, 600, 650 and 700 nsec).
The crack is 1.5 mm wide as shown by the dotted line. The crack is filled with

the epoxy.
A crack in the Uranium disk. The gap beteen two Uranium plates is 1.0 mm wide.

(a) The drift field lines calculated applying +2.3 kV on a resistive-coat surface,
leaving pads and the absorber plate grounded. (b) The weighting field line cal-
culated applying +1 V on a pad, leaving the absorber plate and the other pads
grounded.

. The charge collection efficiency as a function of the position (mm) of the line of

charge for four different charge collection times (7'=500, 600, 700 nsec and 1 psec).
The crack is 1 mm wide as shown by the dotted line.

The charge collection efficiency for electrons deposited between y=1.1 and 3.4 mm
(i.e. nominal LAr gap).
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Jet Energy Scale using Test Beam Data

Andy Milder
Rich Astur
December 15, 1992

Abstract

The test beam single particle responses have been applied to var-
ious parton fragmentation schemes to derive an energy correction for
jets in the central calorimeter. This correction accounts for particle
responses that are significantly below 100% for low energy particles
( < 10 GeV.) A nominal jet energy scale is produced as well as an
upper and lower limit based on the estimated test beam data errors.

1 Introduction

The jet energy scale is very important for almost every jet measurement and
analysis made at D-zero. Errors in jet Er result in amplified cross-section
errors so that a premium is placed upon accuracy of the energy scale in order
to do precision jet measurements or tests of QCD. As a rule of thumb, A

1% error in jet E7 corresponds to a 6% error in the single-jet inclusive cross

1



section.

The method described here is an attempt to use the test beam data to
obtain a jet energy response that one can use to correct collider data. The
test beam single particle responses were used to simulate the calorimeter
response to a jet. A jet was generated using a given event generator Monte
Carlo (either Pythia, Herwig, or ISAJET) and each particle’s energy was
multiplied by the appropriate test beam response and summed. The sum of
response-altered particle energies divided by the sum of unaltered particle
energies is the jet energy response. No detector simulations were used in
this study. ! This limits our ability to study several less important detector

effects such as out-of-cone corrections and zero-suppresion.

2 Method

Test Beam data

The test beam data used in this note is shown in Figures 1 and 2°. The
response is defined as the fraction of the incoming particle’s energy which is
measured by the calorimeter. The data at and below 10 GeV was obtained
from a special low-energy beamline setup. The responses shown are from the

benchmark point of n = 0.05, ¢ = 31.6.

1D0Geant was not used in this study.
2Data courtesy Bob Hirosky, Pushpa Bhat.
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The pion response drops a great deal at low energies, and this is the
dominating effect when considering the jet energy scale. The shape of the jet
energy scale depends mostly on the shape of the pion response curve and, to

a lesser extent, the shape of the electron response curve (assuming a given

jet fragmentation.)

Since there is no test beam data below 2 GeV, a (somewhat arbitrary)
choice was made to use the 2 GeV point for all particle energies below 2
GeV. In effect, the response was chosen to be constant below 2 GeV. This

was done for both pions and electrons and the ramifications of this choice

are explored in section 3.

The detector response is not uniform in ¢ due to the segmentation into
39 CCEM modules and 16 CCFH modules. Since the test beam responses
used here were taken at a value of ¢ away from these module/module cracks,
a further correction must be applied in order to make the simulation more
realistic. CCEM ¢ crack effects were simulated using data from 25 GeV
electrons at 7 = 0.025 3. The data in Figure 3 shows the drop in response
at the location of the ¢ crack itself (dead material) as well as the increase
es and the module

in response nearby due to a gaps between absorber plat

wall. These effects average out and the result is a negligible difference in jet
response when the CCEM ¢ crack is included.

Cracks also exist between CCFH modules and effect hadronic response
adversely. Data from 25 GeV pions near the CCFH ¢ cracks is shown in

3Data from Welanthantri Dharmaratna.
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Figure 4*. Using this data to simulate the effects of the cracks on hadronic
response results in about a 1% decrease in the jet response. Pioms in the
test beam were seen to be insensitive to CCEM cracks and likewise electron

response was independent of CCFH crack position.

Event Generator Monte Carlo data

The jet simulation was accomplished using one of three event generators;
Pythia, Herwig, or ISAJET. The Pythia jets do not include underlying event
or initial state radiation while the Herwig and ISAJET results do. The use of

three different event generators allows one to estimate the size of the errors

4Data from Welanthantri Dharmaratna.
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due to uncertainties in jet fragmentation and hadronization.

Jets were defined using the PJET jet finder which simply forms an energy-
weighted 7, ¢ centroid from the particles inside a cone of a given radius. It-
erations are made using the new centroid until a stable solution is obtained.
A cone size of .7 was used. Also, the jets were required to be free of over-

lap with other jets found in the same event in order to minimize algorithm

dependent biases.

Figures 5 and 6 show the particle energy composition of 50 GeV and 150
GeV jets, respectively. Electromagnetic and hadronic contributions from
Pythia-produced jets are shown separately. The Figures show the impor-
tance of low energy responses; for 50 GeV jets, 67% of the total jet energy
comes from particles with energies below 5 GeV. Even for 150 GeV jets this
percentage is still substantial at 40%

Jet Energy Scale Derivation

To generate a jet energy scale the particles in the jet cone were multiplied
by the test beam response according to particle type. Electrons and photons
were multiplied by the response from electrons at the test beam. In order
to make the simulation more accurate, 7°’s and 7°’s were treated as if they
decayed into two photons, each with half the energy of the original particle.
All other particles were considered to be hadronic and were multiplied by the

response from pions at the test beam. Since at the test beam the responses
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were measured at discrete values of particle energy, and the event generator
gives a continuous spectrum of particle energies, the responses were calcu-
lated by interpolating between test beam data points. As mentioned above,
below the lowest data point the response and error was taken to be constant
equal to the response and error at 2 GeV for both pions and electrons. In
order to incorporate ¢ cracks the distance of each electromagnetic particle
to the nearest CCEM ¢ crack was calculated and the response degraded ac-
cordingly (see Figure 3.) The CCFH cracks are handled in a similar manner.
The distance of each hadronic particle to the nearest CCFH crack was used

to reduce the response according to Figure 4.

3 Results

Jet Energy Scale

The above method was used to derive a nominal energy scale as well as upper
and lower limits. The nominal scale was generated using the nominal test
beam response values. To get the upper limit, the upper points of the error
bars in Figures 1 and 2 were used as well as an additional 2% for electrons
and 5% for pions to reflect the overall scale uncertainty that occurs when
transferring the test beam results to the D-Zero calorimeter. The lower limit
was obtained in a similar way, by using the lower points on the error bars

minus 2% for electrons and 5% for pions.

The simulated response curves were then fit to the following polynomial:

11



Table 1: Results of fitting Eneqsured Versus Factual
Emeasured = AO + Al Eactual + AZEgctua[
Fit Da.ta Ao Al Az

Nominal -1.666 | 0.896 | 0.000239
High Response | -0.822 | 0.949 | 0.000142
Low Response || -2.177 | 0.843 | 0.000316

Epeasured = Ao + A1 Eactuat + A2E2,, - The fits obtained agreed with the
data curve to within .5%. The values of A; are shown in Table 1 for the 3
fits. In Figure 7 we show Ecasured/FEactuai, the jet energy response in the
calorimeter. The nominal curve ranges from 84% at 25 GeV to 93% at 200
GeV. The errors on the response are seen to range from 10% at 25 GeV to
4% at 200 GeV. Also note that the response is still somewhat less than 100%
even for 200 GeV jets. This is due to the fact that low energy particles make
up a substantial portion of the jet energy even for 200 GeV jets. The shape
of the response curve is due to both the variation of the test beam results
with particle energy (Figures 1 and 2) as well as the change in particle energy

composition of jets with jet energy (Figures 5 and 6.)

The jet energy correction factor can be obtained using the fits shown in
Table 1. Figure 8 shows Eqctuai/Emeasured Versus Emeqsured- This shows the
correction factor the measured jet energy must be multiplied by in order
to get the correct energy. In terms of the A, this factor is calculated by

inverting the quadratic polynomial above to get:

Eactual . _Al + \/Af + 4A2(Emeasured - AO)
Emeaaured - 2A2Emeusurcd

12
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Differences between Event Generators

The above results were calculated using Pythia jets which were free of both
underlying event and initial state radiation. The jet energy response was
also calculated using the Herwig and ISAJET Monte Carlo event generators,
which include both of the above-mentioned effects. Despite this, the results
were seen to agree with the Pythia results to within 1.5%. The Herwig and
ISAJET results are compared to each other in Figure 9 and are seen to agree
to within 1.5%. This gives an estimate of the systematic error due to the
uncertainty in jet fragmentation and hadronization, but it is so much smaller

than the errors due to test beam uncertainties that it has been ignored up

to now.

Effects of Varying Response Below 2 GeV

Since there is no reliable test beam data below 2 GeV, the response in that
energy region is not known. In this study the response below 2 GeV, both
for pions and electrons, was taken to be the same as the response used at 2
GeV. The question of how the jet response curve changes using other rea-
sonable choices of single particle responses below 2 GeV are explored below.
The response shift listed here are estimated using Figures 5 and 6. All the
hypothetical very-low-energy response scenarios systematically shift the jet

response curve as well as change its shape.

For electrons one could ask what would happen if the response continued

15
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to drop as an extrapolation of the test beam data. In this case, the jet

response would be 2% lower for 50 GeV jets and 1% lower for 150 GeV jets.

The pion response is expected to increase at very low energy. Assuming
it increases to 100% at 1 GeV increases the response by 2% for 50 GeV jets
and .5% for 150 GeV jets. If, on the other hand, the pion response continues
to decrease as an extrapolation of test beam data, then the jet response

decreases by 2% for 50 GeV jets and 1% for 150 GeV jets.

4 Summary

Using the test beam data and errors, along with estimates for CCEM and
CCFH ¢ crack effects, a jet energy scale correction has been generated. The
correction ranges from 18% at 25 GeV to 6% at 200 GeV. The errors on the
jet energy are approximately 10% at 25 GeV to 4% at 200 GeV. The shape of
the energy scale is seen to depend greatly on the shape of the single particle

response curve and, to a lesser extent, the jet fragmentation scheme that is

used.

This method cannot be used to estimate effects due to out-of-cone show-
ering or zero-suppresion. These effects require knowledge of how the particles
interact inside the calorimeter, namely shower width and cell energy distri-
bution, that is not available for this simulation. These effects may amount

to as much as a 2% decrease in the jet energy response.

17



At the time of writing the test beam results are in a state of flux. As a
consequence the results presented here should not be considered as the final
word on jet energy scales from test beam data. However, the method used

is valid and much can be learned from its application.
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Resolution Bias in Jet Response
Measurement

Bob Kehoe

University of Notre Dame
South Bend, IN 46617
February 8, 1994

Abstract:

Response of the DO calorimeter to particles in jets causes jet energies to
differ from those of the partons that produce them. The response of jets is
determined from calculation of the Missing Er Projection Fraction (MPF) using
direct photon candidates in the Central Calorimeter. Biases in the MPF method
due to the energy resolution of the jet and photon are discussed. A revised MPF
method which overcomes these biases is presented. A small bias has also been
avoided resulting from event topologies where the photon and leading jet are not
back-to-back in ¢.

Theoretical calculations of high energy physics processes give event
kinematics in terms of parton energies. Experimentally, we reconstruct jets from
energy deposition in the calorimeter using a fixed-cone algorithm where the cone
is defined by its radius, AR = (An? + A¢2)1/2. Several effects determine our
measurement of jet energy including calorimeter response to the particles in the
jet. The DY Calorimeter has been designed to be both linear and compensating in
its response to particles of different energies. Nevertheless, analysis of test beam
data measured low energy pion response to be nonlinear, and e/ was found to
be around 1.03 at 10 and 100 GeV!. Particles of widely varying energies comprise
a jet so that the cumulative effect is to lower jet response from 100%, even for
higher energy jets?2.

The response of a jet, Ry, refers explicitly to the effective global response to
the energy of all &'s, K's, etc. produced by fragmentation inside and outside of the
jet cone. There are other effects which degrade our ability to measure the jet
energy such as energy leakage outside of the jet cone, C,, and energy deposited
within the cone from the underlying event and from uranium noise, U,. Itis
undesireable for our response measurement to be susceptible to these effects
which are distinct phenomena and can be more accurately measured elsewhere.

In order to obtain a correction for jet response we calculate the Missing Et
Projection Fraction for jets in the Central Calorimeter (CC) using direct photon
candidate events classified according to the leading jet energy, E;. The primary
issue of this paper is to discuss biases in this measurement due to the energy
resolution of the jet and photon. A somewhat historical approach is taken to fully
describe the impact of resolution on jet response measurement. The studies
described motivate an alteration of the analysis. Therefore, in addition to the
above method a new method classifying events by the photon Er, E,r, is
presented and an argument is made in favor of this method due to its ability to
overcome resolution bias.



1. The Method

The MPF method used to obtain a measurement of jet response was
developed by CDF and first used at D@ on AR = 0.7 cone size jets by Andy
Milder3. Direct photon events fully contained within the CC are used to calibrate
calorimeter response to jets. Essentially, we assume the missing transverse

energy, E, ,in the event is dominated by the mismeasurement of the energy of

the jet which balances the photon. We calculate the quantity MPF as
ET ¢ nAjT
MPF =—"——~L Eq. 1

T

where 7, is the transverse jet unit vector and EjT is the jet transverse energy. This

gives a response,

1

R =——m—— Eq. 2
7 (1+ MPF) ?
which has been shown to give the jet response with respect to the EM scale3.
Although MPF and R; are calculated using transverse quantities, the
resulting response measurement is strictly speaking a function of the jet energy.

Thus we calculate Rj and plot it directly vs. E;.
There are three requirements that mus* be savsfied for the MPF method to

work. So that it is a good indicator of the parton Et of the event, the 'photon’
must have a well measured response and its energy resolution must be good (say,

Oom <0. 3/ \/E]— ) Also, the E, must be an indicator of the energy in the jet which
was not measured due to its response. To the extent that events with jets
fragmenting to isolated n%'s satisfies these requirements, the method is not
compromised by the large contamination of the direct photon sample by n¥'s.

This method has good, although not complete, immunity from C, and Ue
contamination which only come into Eq. 1 via Ejr. Any change in Ejr will have a
corresponding effect on MPF and thus on the disparity of Rj from 100%. For
instance, a simple system with one jet and one photon back-to-back in ¢ at .= 0.0
has MPF = (EVT/ EjT) - 1. If MPF = 0.2 and the cumulative affect of C, and Uk is to
increase Ejr by 10% then the measured value of MPF = 0.18 and R; changes by
~2% in this extreme case.

2. Event Selection

I obtain an event sample by first requiring one of the direct photon triggers
given in Table 1 with offline cuts on the photons given in the last column.



Table 1: Level 2 and offline ET thresholds for photons

trigger L2 threshold photon Et cut
GAM_LOW_ISO 6 GeV 7 GeV
GAM_MED_ISO 14 GeV 15 GeV
GAM_HIGH_ISO 30 GeV 30 GeV

One photon is required and it must have isolation < 0.15 where isolation, defined
to be (Etot(AR=0.4) - Ecm(AR=0.2))/Een(AR=0.2), is the percent hadronic plus
electromagnetic energy in an annular cone around the photon direction from AR =
0.2 to AR = 0.4. Photons are further required to be more than .01 radians from a
CC EM crack. The /n/(detector eta) of the photon must be less than 0.9.

Considering the importance of Z; to this method, I select events passing
the following criteria to remove those where £, is not representative of R; alone.

To avoid events with £ being due to Main Ring activity, the event is rejected if
the microblank bit is set. Events having photons due to hot EM cells are rejected

by requiring E; to be less than 90% of the Et of the photon, E.r. The z of the
vertex must be within 70 cm of z = 0 in order to avoid events in which the vertex
and hence Et's are poorly measured.

There must be at least one and at most two jets in addition to the photon. I
require these jets to satisfy good jet cuts which are defined as having the Coarse
Hadronic fraction of their energy be less than 40%, an EM fraction between 5%
and 95%, and the ratio of Et's of the leading and second-leading cells in the jet be
less than 10.0. Any jet failing these cuts results in rejection of the event. The /n/
(detector eta) of the leading jet must be less than 0.7 to avoid jets in which
significant energy is deposited outside the CC.

Although all the results reported have been examined for 0.3, 0.5, 0.7, and
1.0 cone jets, all data presented here is for events reconstructed with 0.5 cone jets
only. The results discussed do not qualitatively depend on this choice.

3. Topological Concerns

A third jet or unreconstructed energy cluster can cause the photon and

leading jet not to be back-to-back in ¢. In such event topologies the E; is on
average not due to only the leading jet. MPF has been designed to limit biases

due to such energy deposition via the dot product of the E; with the jet
direction.

Despite this, biases can still occur if a third energy cluster causes the
photon and leading jet not to be back-to-back or if its Et is comparable to the
leading jet. This occurs because an implicit assumption of the method is that

the £; in the event is due to any disparity between jet and photon responses.
More specifically, MPF requires a back-to-back topology because the dot product
preserves information about a second energy cluster if that cluster is not 90° in ¢
from the leading jet. Consider the system shown in Figure 1 constrained to the x-
y plane in which there is no transverse boost to the event. In this situation, the x-



coordinates of the leading jet Et, EjTx, and second leading jet Et, E734, cancel.
From this we get the expression:

F.eh,=E cos¢ —E cos ¢ —E,cosp, cos o, Eq.3

If Ap between the two ‘jets' is < 90° we
underestimate the response while we
Ty overestimate Rjif Ag > 90°. The latter

case is more likely for the second jet in

ﬁ " the CC due to the effects of merging

and splitting in the jet reconstruction.
Second leading jets in the EC will also

) have an affect on £; and thus on MPF.
leading jet second jet Looking in direct photon candidates in
- E data, we find that below 50 to 60 GeV
Ejg 9, & T3 jets, systematic shifts of 2% to 3% to
'@}é higher response occur if we do not

T require a back-to-back topology.
Because of this, I stringently
demand that the leading jet and photon be closely back-to-back and that any
second jet have very low .;ansverse energy relative to the leading jet. No second

jets are allowed if Ejr is less than 50 GeV to remove events where the ET is due to
both jets. Furthermore, Ag between the leading jet and photon is required to be
within 15° of 7. Tlus requirement is loosened to allowing the Et of the second
leading jet, E13, up to 10 GeV for leading jets above 50 GeV because such a low
energy second jet has no effect on MPF for these events. The A¢ cut is loosened
further. For events with jets above 100 GeV, the ET3 and A¢ cuts are loosened
still further. The values used for the current analysis are given in Table 4.
Tighter cuts than these have no effect on the response curve indicating this bias
has been eliminated.

Figure 1: Event not back-to-back
in o

Eyr photon

Table 2: A¢ and ET; cuts

E]-T&ge_(GeV) Er;(GeV) Ao (radians)
8. to 50. < 8. n+/-0.19
50. to 100. < 10. T +/-0.34
100. and up < 15. n+/-0.64

These cuts must also be performed in the MPF method discussed in Section 6.

4. Resolution Bias and Event
Classification

The implementation of the method described in Section 1 turns out to
suffer badly due to the jet resolution. Large fluctuations in E;r mean the jetis a
poor measure of the actual parton Et scale of an event. As a result, the Rj
measured is susceptible to bias when selections are performed on the Et's of the



photon or jet. The resolution affects our measured response via three routes: the
jet reconstruction threshold, photon trigger thresholds, and the rapidly falling

direct photon cross section.

Figure 2: Response vs. Ej for
direct photon triggers
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For reasons that will be discussed later, we take the

be constant in EyT'

Figure 3: Photon and Jet ET distributions for an
ensemble of 40 GeV ET parton events
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We will discuss these
effects using a standard
event. Unless otherwise
noted, this consists of one
photon and one jet back-to-
back in ¢, at n = 0, and with
Ue =C, = 0. Let us assume
that the photon response is
95% and the jet response is
90% with respect to the
photon (ie. 0.9*0.95 = 0.855).
Furthermore, the jet and
photon resolutions are:

c,/E,=0.15/.[E

Eq. 4

o,/E, =0.80/./E,
Eq.5
direct photon cross section to

First let us discuss the
resolution bias caused by the
direct photon triggers by
plotting Rj vs Ej for each.
Figure 2 shows the response
curves derived from the
three direct photon triggers
mentioned in Table 1. As we
can see, our response curve
changes with the trigger
used. To understand the
differences we take an
ensemble of direct photon
events with 40 GeV Er
partons. After passing thru
the calorimeter, this will
result in the distributions

shown in Figure 3. On average MPF ( = (EyT/ EjT) - 1) would give a response
(relative to the photon) of 90% for the mean jets having Ejr = 34.2 GeV which is

what we assumed.
Instead of considering 40 GeV partons, let us now consider looking at
events by classifying (ie. 'binning’) them in terms of the jets as we do in the



analysis. For instance, take events with a leading jet having 34.2 GeV of E1. Due
to the jet resolution, the parton that the jet actually comes from would have an
energy spectrum shown as the rightmost curve in Figure 4. The photon, because
of its good resolution and response, approximates the parton Et on an event by

event basis causing its spectrum to look like the left curve in Figure 4.
Application of the

:I:Lllg;g %/ }’l:oton and parton spectra for GAM MED _ISO and GAM
-~ eV jets _HIGH _ISO triggers to a

1.0 7 similar sample of events in

arton ET our data gives the E,r
0.8 1 distributions in Figure 5. We
can see that the HIGH trigger

0.6 .
photon ET has ra}sed the mean Eyr by
0.4 dropping all events below 30
GeV in Eyr. Considering the
0.2 - approximate equality of Eyr
with the parton Er, a
0.0 T LA T P _soﬁ B selection (ie. triggering) on
’ . Eyr above some threshold is

essentially a selection on a higher mean parton E7. This is therefore a selection on
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Looked at another way, near and below the direct photon triggers we exclude
events where the jet fluctuated high into the E; region we are considering. This

skews the E; high by removing part of its normal distribution and this results in
measuring a lower <R;>.

In our sample of standard events with 34.2 GeV jets, instead of <Eyr> being
38 GeV it will now be ~ 42 GeV so that Rj = EjT/Eyr = 81% rather than the actual
value of 90%. If we look at events in which the GAM_MED_ISO trigger fired then
we have <Eyr> = 38 GeV and the jet response is measured correctly.

A study of Eyr spectra in Ejbins indicate the trigger-dependent and cone-
size -dependent cuts on E;7 in Table 3 are necessary for the method described in
Section 1 to overcome this resolution bias. The cone size dependence occurs



because the larger cone jets have larger fluctuations in energy due to underlying
event and other factors.

Table 3: Required Ejr thresholds for direct photon triggers for four cone sizes

cone size LOW MED HIGH
3 12 GeV 22 GeV 42 GeV
5 15 22 45

7 17 25 50

1.0 20 27 55

1
In the region near these cuts adjacent triggers give similar responses. On the

other hand, the cuts produce a great loss in statistics.
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